Technical Report


HAPTIC INTERFACE DESIGN AND EVALUATION

EXECUTIVE SUMMARY

The Naval Air Warfare Center Training Systems Division (NAWCTSD) has conducted a coordinated program of research to address the application of virtual environments to training. The purpose of the Virtual Environment Training Technology (VETT) program was to develop, demonstrate, and evaluate virtual environment technology for training applications. The VETT program included five primary work areas: (1) VETT Enabling Research for the Human Operator (ERHO); (2) Haptic Interface Design and Evaluation; (3) VETT Side Effects R&D; (4) Training Effectiveness Research; and (5) Testbed Development and Utilization.

This chapter describes the research conducted under the Haptic Interface Design and Evaluation area. The objective of this work was to provide performance requirements and design guidelines for the development of state-of-the art VE haptic interface systems.

INTRODUCTION

The Haptic Interface Design and Evaluation satellite project was designed to investigate manual interactions within virtual environments. Until recently, most virtual environment systems have relied on visual and auditory information to convey a sense of presence to the user. As a result, the ability of existing VE technologies to simulate complex training tasks, particularly those involving manual or "haptic" interaction, have remained quite limited. Further research was needed to advance the current state of VE technologies for military training applications. Within the broader VETT program, the haptics research area focussed on two primary areas: 1) the interactive capabilities of the human haptic sensory system and 2) the development and enhancement of mechanical haptic interfaces.

The term "human haptics"1 refers to the human sensorimotor system which enables tactual perception and manipulation of objects (Srinivasan, Salisbury, Brock, & Beauregard, 1995). Unlike the visual and auditory sensory systems, only the haptic system is capable of implementing direct action (NSF Workshop, 1992). Haptic interfaces2 refer to the mechanical devices interposed between the human user and the virtual environment. These devices (such as joysticks and force-reflecting mechanisms), enable the VE user to explore and manipulate objects within a simulated environment. To create a feeling of immersion, haptic interfaces must convey a realistic sense of touch and exploration to the user. Considering the highly tactual nature of naval tasks (i.e., manually locating and operating navigational controls, maintaining and repairing complex mechanical structures), the creation of effective haptic environments was viewed as a critical step in realizing the potential of VE training technologies. As Srinivasan et al. suggest, "It is quite likely that much greater immersion in a virtual environment can be achieved by the synchronous operation of even a simple haptic interface with a visual display, than by large improvements in the fidelity of the visual display alone." 

Project Background

The Naval Air Warfare Center Training Systems Division (NAWCTSD) has conducted a coordinated program of research to address the application of virtual environments to training. The purpose of the Virtual Environment Training Technology (VETT) program was to develop, demonstrate, and evaluate virtual environment technology for training applications. The VETT program included five primary work areas: (1) VETT Enabling Research for the Human Operator (ERHO); (2) Haptic Interface Design and Evaluation; (3) VETT Side Effects R&D; (4) Training Effectiveness Research; and (5) Testbed Development and Utilization. 

This chapter describes the research conducted under the Haptic Interface Design and Evaluation area. Project results were reported in two technical reports, Srinivasan, Salisbury, Brock, and Beauregard (1995) and Durlach, Wiegand, Zeltzer, Srinivasan, Salisbury, Brock, Sachtler, Pfautz, Schloerb, and Lathan (1996).

Outline of this Chapter

The objective of this work was to provide performance requirements and design guidelines for the development of state-of-the art VE haptic interface systems. Within this work area, MIT focused its research on two primary areas: 1) the interactive capabilities of the human haptic sensory system and 2) the development and enhancement of mechanical haptic interfaces. This chapter is organized into five major sections.

Section 1: Introduction

Section 2: Research Issues

Section 3: Device Development

Section 4: Hardware and Software Development

Section 5: Psychophysical Experiments

RESEARCH ISSUES

A number of research issues guide the development of haptic technologies. These issues include gaining a greater understanding of human haptic performance, developing and configuring haptic interface hardware and software, and perhaps most importantly, investigating the interaction between human performance and haptic technologies. As researchers note, "large improvements on existing devices can only be achieved by a proper match between the performance of the device and human haptic abilities" (Srinivasan et al., 1995).

Human Performance

Designing haptic interfaces which effectively simulate physical contact in the real world requires a basic understanding of the mechanical nature of contact between the human user and actual objects and surfaces. 3 "Interface variables," 4  which include the user's hand positions, motions, and associated contact forces, further influence design specifications. 

Refer to Endnotes for information about: 

· Perception of Contact Conditions and Object Properties, 5 and 

· Integration of Local Contact Information with Non-Local Perception of the Environment. 6
Interface Hardware and Software

A major focus of MIT's research was on the development of highly calibrated devices capable of supporting both experimental testing and subsequent integration into a VE training system.  Determining acceptable levels of fidelity was an underlying concern. 7 In balancing the need for sensory realism with the constraints of cost and technology, system designers were faced with the question, "how much realism is required to effectively simulate real-world haptic experience?" Srinivasan et al. (1995) suggest that a greater understanding of the human sensory system could provide part of the answer. Specifically, researchers proposed that limitations within the human sensory system may reduce the need for optimal fidelity. In comparing human haptic experience with visual experience, researchers related the following analogy.

Consider an analogy with synthesized visual experiences obtained while watching television or playing a video game. While visual stimuli in the real world are continuous in space and time, these visual interfaces project images at the rate of about 30 frames/sec. Yet, we experience a sense of realism and even a sense of telepresence because we are able to exploit the limitations of the human visual apparatus. 

Researchers hoped that similar results could be obtained by exploiting the limitations of the human haptic system. Specifically, their research focussed on the possibility of creating adequate levels of realism by providing stimuli which only approximate tactual experience in the real world. Because the sensory thresholds of the haptic sensory system were not well defined, additional research was necessary to determine acceptable levels of stimulus/response fidelity for specific tasks.

Refer to Endnotes for additional interface design issues:

· Transfer of Training8
· Control and Actuation of Haptic Interfaces9
· Force and Tactile Displaying Interfaces10
· Generation of the Mechanical Environment and Interaction Dynamics11
DEVICE DEVELOPMENT
Many of the haptic devices12 currently available are the result of research and development efforts in other industries (i.e., nuclear and underseas industries) (Durlach et al., 1992). While many component technologies have been modified for use in virtual environment systems, they have remained largely inadequate in discriminating fine motor actions. To effectively represent manual interactions, VE haptic interfaces must accomplish two primary functions: 1) the measurement of the tactual positions and forces of the user and 2) the appropriate display of these forces and tactual images to the user (Durlach et al., 1992). Existing technologies had remained quite limited both in their ability to measure and to display haptic interaction. Additional research was needed to enhance existing haptic technologies and to create new haptic devices capable of supporting psychophysical research efforts, and ultimately, to support VE training technologies.

Linear Grasper

The Linear Grasper13 was the first device developed by MIT to aid in the psychophysical haptic discrimination experiments. This electromechancial apparatus is comprised of two parallel aluminum plates, one moveable and one stationary. With one degree of freedom, the computer-controlled device is designed to exert bi-directional forces along a linear track. In practice, the user grasps the aluminum plates between the thumb and the index finger while squeezing the moveable plate along a linear track toward the fixed plate. 

The Linear Grasper is equipped with precision sensors designed to measure force, position, velocity, and acceleration.14  Specially designed software programs enable the necessary data collection and control of the Linear Grasper during experimentation and implementation.15 The device is programmed to exert a resisting force proportional to the specific experimental variable (i.e., displacement in the compliance discrimination experiments, velocity in the viscosity discrimination experiments, and acceleration in the mass discrimination experiments). For a summary of the discrimination experiments, see the Psychophysical Experiments section of this chapter.

Planar Grasper
The Planar Grasper16 was developed to simulate the forces and torques a user feels when touching a flat, rigid surface. In the first experimental application of the Planar Grasper, force vectors and spring action mechanisms were calibrated to create the illusion of touching a solid wall (Srinivasan et al., 1995). Building on this technology, other virtual surfaces were created, enabling the VE system to simulate both contact and collision with solid objects.17 The effectiveness of the Planar Grasper relies on the VE system’s ability to display the appropriate force vectors to the user. This is accomplished by a sampling procedure18 in which the interaction of virtual surfaces is modeled in real time through discrete time steps (Srinivasan et al., 1995). Rather than providing simultaneous tracking, the system's software is programmed to take systematic sample readings of the object’s position. While the true instant of contact may occur between readings, developers suggest that the sampling procedure provides a reasonable estimate under most measurement conditions.

HARDWARE AND SOFTWARE DEVELOPMENT

Hardware and Software for Haptic Interaction
Further research also was required in the development and evaluation of VE system hardware and software. This work focussed on the development of vector field methods19 used to compute forces generated through the interface device. Mirage,20 a god-object algorithm software program,21 was designed to create more realistic virtual shapes. Other software models22 were developed to contribute descriptive information to virtual scenes. 

Hardware Development for Enhanced Interaction

To facilitate enhanced interaction between hardware components, system designers investigated several operating systems and multiprocessor alternatives.23  An advanced graphics workstation was added to enable the delivery of complex visual displays.24 Passive tweezer tool interfaces25 were modified to enhance grasping and manipulation capabilities, while two tool handle interfaces26 were integrated for specialized applications. 

Multi-Modal Database Specification

A multi-modal database (MMDB) file format was designed to describe geometry and articulations of objects for sensory rendering (Durlach et al., 1996). Existing formats were extended to include haptic and auditory properties. Refer to Endnotes for additional information about MMDB file format.27

PSYCHOPHYSICAL EXPERIMENTS

An understanding of human abilities is foundational to the advancement of haptic technology. Durlach et al. (1996) note, "A basic understanding of biomechanical, sensorimotor, and cognitive abilities associated with the human haptic system is essential for proper design specifications of the hardware and software of haptic interfaces." They further suggest that applied studies are essential in evaluating the effectiveness of haptic cues for specific training tasks. 

To study the role of sensorimotor interactions in haptic perception and manipulation, MIT conducted a series of experiments using the Linear Grasper and the Planar Grasper. The Linear Grasper was used to measure human haptic performance in resolving elemental physical properties. These trials included compliance discrimination, viscosity and mass discrimination, and velocity and acceleration discrimination. Motor performance data were also collected. The Planar Grasper was used in the second set of experimental trials. This study measured human sensory resolution limits in discriminating object stiffness within a simulated environment. As in previous sensory resolution research28 (Durlach et al., 1989; Pang et al., 1991), "Just Noticeable Difference" (JND) indices were used to measure resolution in each experimental condition. 

While the following experiments are beneficial in exploring and describing human haptic performance, it is important to note that the results reported in these studies are limited by small sample sizes. More extensive research would be required before these results could be generalized to specific training applications.

Linear Grasper Experiments

Compliance Discrimination Experiment.  Experimental design.29  The compliance discrimination experiment investigated the effects of force cues on the perception of compliance. Three subjects, aged 23-31, participated in the experiment. All participants completed the squeezing tasks with their dominant hand. The experimental design utilized a one-interval, two alternative forced-choice paradigm. Each trial consisted of the presentation of a stimulus--either a reference stimulus or a comparison stimulus. The stimuli were randomly presented using a roving displacement paradigm. Following the presentation of each stimulus, participants were required to indicate which stimulus they thought had been presented. No correct response feedback was provided.

Results.30  Sensitivity indices were used to calculate the Just Noticeable Difference (JND) for each specified squeezing distance. The data indicated that the mean compliance JND was 22% for the three participants. The average JND percentage was found to decrease with displacement. The researchers noted that the data "generally indicate a high sensitivity to mechanical work and terminal force cues in the absence of trial by trial correct response feedback." Based on response bias data, participants were found to select lower mechanical work and terminal force stimuli as more compliant, and to choose higher mechanical work and terminal force stimuli as less compliant.

Viscosity & Mass Discrimination Experiments.  Experimental design.31  The viscosity and mass discrimination experiments were designed to test the user’s ability to manually detect and resolve differences in these physical properties. Two groups of three subjects participated in the study—each group participating in only one experimental condition. Subjects ranged in age from 19-23. All participants performed the pinch grasping trials with their dominant hand. A one interval, two-alternative forced choice design was used in both conditions. Experimental trials consisted of the presentation of a stimulus—either a reference or comparison stimulus. Each stimulus had an equal probability of occurring. Following the presentation of each stimulus, subjects were required to indicate which stimulus they felt had been administered. Correct answer feedback was provided after each response. 

Results.32 A sensitivity index was used to calculate the Just Noticeable Difference (JND) for each subject at each increment value. Results of the viscosity and mass discrimination experiment indicated that the overall mean JND for viscosity was 13.6% +/- 3.0%, and the overall mean JND for mass was 21.0% +/- 3.5%. The JNDs for fixed squeezing distance remained relatively constant. Srinivasan et al. (1995) summarize:

Viscosity and mass JNDs are respectively double and triple the JNDs of 7% and 8% reported for constant force and mechanical compliance when the squeezing distance was fixed (Pang et al., 1989; Tan et al., 1992). Thus it appears that sensitivity to physical properties is diminished when force cues must be combined with derivative based displacement cues. 

Measures of subject bias indicated that participants did not demonstrate a significant preference for selecting a particular response.

Motor Performance.  In addition to measuring sensory resolution limits, the haptic discrimination experiments also explored the role of motor performance in the manual discrimination process. Of particular interest were the following research questions (Srinivasan et al., 1995):
· What are the ranges of applied forces, velocities and accelerations utilized by the subjects during haptic discrimination? Are these ranges influenced by the nature of the stimuli?

· Do subjects exhibit any apparent motor strategies to assist in discrimination? For example, do subjects attempt to squeeze a viscous object with a constant force or grasp it with a constant squeezing velocity? Are the motor strategies different for mass and viscosity discrimination?

· How stereotypical is the motor performance among subjects? In other words, do all subjects squeeze the stimuli in a similar fashion or are there large discrepancies in the nature of the force profiles among subjects?

· What is the variability in motor performance for a particular subject? Is there a correlation between discrimination performance and motor performance?
 
Based on data drawn from the discrimination experiments, pertinent motor data related to force, velocity, and acceleration were identified.33  Results indicated that the mean applied force, averaged across subjects, ranged from approximately 5.5 to 7.5 N in the viscosity discrimination trials and from about 2.5 to 7 N in the mass discrimination trials. In both experimental conditions, the average value of the mean applied force was found to increase with stimulus intensity. Conversely, the average mean velocity values and average mean acceleration values both decreased with stimulus intensity.

Planar Grasper Experiment
Multisensory Perception Research.  Multisensory perception research has suggested a dominating effect of visual information over haptic perception.34 For example, Rock and Victor (1963) found that when the shape of an object was visually distorted, the perceived shape felt by participants more closely resembled the manipulated image than the object’s true shape. Visual input also has been shown to modify subjects’ judgment of such physical properties as size, weight, and spatial position (Easton & Moran, 1978; Rock & Harris, 1967; Kinney & Luria, 1970; Over, 1966; Koseleff, 1957). To investigate the implications of this research within the context of VE system development, MIT conducted a study exploring the influence of visual/haptic discrepancy on stiffness discrimination. 

Multimodal Psychophysics Experiment.  Experimental Design. Three subjects, aged 18-22, participated in the study. A two-interval, two alternative forced-choice design was used. To simulate object stiffness, the Planar Grasper was configured to represent virtual springs. In each trial, the force profiles of two virtual springs were presented to the subject. While viewing a computer-generated image of the springs, participants were required to press the springs to determine which of the two springs was stiffer. An image of the compressed spring was displayed in real time. 

Results.35 Results indicated that in the absence of visual cues, subjects correctly assessed spring stiffness in nearly 100% of the trials. Nearly perfect judgment was also demonstrated when haptic profiles matched the visual images presented. However, when force profiles were switched on the visual display (i.e. when the profiles of the stiffer spring and the less rigid spring were interchanged), subject judgments were inaccurate in nearly 100% of the cases. 

These data support previous research demonstrating the dominant role of visual information in haptic perception. An important implication for VE research and development is the potential to enhance the capabilities of haptic interfaces through the manipulation of visual displays. As the authors note, ". . .by appropriately skewing the visual display relative to the haptic display, the range of physical properties of objects perceived by the human user can be extended well beyond the capabilities of the haptic interface alone."

ENDNOTES

1HUMAN HAPTICS

Tactual sensory information from the hand in contact with an object can be divided into two classes: (1) tactile information, referring to the sense of contact with the object, mediated by the responses of low-threshold mechanoreceptors innervating the skin (say, the finger pad) within and around the contact region and (2) kinesthetic information, referring to the sense of position and motion of limbs along with the associated forces conveyed by the sensory receptors in the skin around the joints, joint capsules, tendons, and muscles, together with neural signals derived from motor commands. (The term proprioceptive is used almost equivalently to kinesthetic by many authors.)  For discussion of terminology see Darian-Smith (1984); Loomis and Lederman (1986).  Only tactile information is conveyed when objects contact a passive, stationary hand, except for the ever-present kinesthetic information about the limb posture.  Only kinesthetic information is conveyed during active, free (i.e., no contact with any object or other regions of skin) motion of the hand, although the absence of tactile information by itself conveys that the motion is free.  Even when the two extreme cases just mentioned are included, it is clear that all sensory and manipulatory tasks performed actively with the normal hand involve both classes of information.  In addition, free nerve endings and specialized receptors that signal skin temperature, mechanical and thermal pain, and chemogenic pain and itch are also present (Sherrick & Cholewiak, 1986).

The control of contact conditions is often as important as sensing those conditions for successful task performance.  In humans, such control action can range from a fast spinal reflex to a relatively slow conscious deliberate action. In experiments involving lifting of objects held in a pinch grasp, it has been shown that motor actions such as increasing grip force are initiated as rapidly as within 70 ms after an object begins to slip relative to the finger pad, and that the sensory signals from the cutaneous afferents are critical for task performance (Johansson & Westling, 1984; Johansson & Cole, 1992).  Clearly, the mechanical properties of the skin and subcutaneous tissues, the rich sensory information provided by a wide variety of sensors that monitor the tasks continuously, and the coupling of this information with the actions of the motor system are responsible for the human abilities of grasping and manipulation.

From Durlach, N.I., and Mavor, A.S. (eds.) (1995). Virtual reality: Scientific and technological challenges. Washington, D.C.: National Academy Press., pp. 163-164.

2HAPTIC INTERFACES

Haptic interfaces are devices that enable manual interaction with virtual environments (VEs) or teleoperated remote systems. They are employed for tasks that are usually performed using hands in the real world, such as manual exploration and manipulation of objects. In general, they receive motor action commands from the human user and display appropriate tactual images to the human. Such haptic interactions may or may not be accompanied by the stimulation of other sensory modalities, such as vision and audition.  Computer keyboards, mice, and trackballs constitute relatively simple haptic interfaces.  Other examples of haptic interfaces available in the market are gloves and exoskeletons that track hand postures and joysticks that can reflect forces back to the user.  Even more sophisticated devices have been built and implemented successfully in research laboratories. To realize the full promise of VEs and teleoperation, further development of haptic interfaces is critical.

From Durlach, N.I., and Mavor, A.S. (eds.) (1995). Virtual reality: Scientific and technological challenges. Washington, D.C.: National Academy Press., p. 161.

3BIOMECHANICS OF CONTACT

In any task involving physical contact with an object, be it for exploration or manipulation, the mechanics of the contact interface plays a fundamental role. During haptic interactions with virtual environments, the tight mechanical coupling between the human skin and the haptic interface strongly influences the effectiveness of the interface. Therefore, the specifications for the design of sensors and actuators in the interface, as well as the control algorithms that drive the interface, require the determination of surface and bulk properties of, say, the fingerpad. The measurement of force distributions within the contact regions with real objects is needed to determine how a tactile display should be driven to simulate such contacts in virtual environments. In addition, computational models of the mechanical behavior of soft tissues will aid in simulating the dynamics of task performance for testing control algorithms, as well as in determining the required task-specific force distributions for the displays. This requires measurement of the in vivo skin and subcutaneous soft tissue response to time-varying normal and tangential loads. Although some data on the in vivo biomechanical properties of the skin are available (Lanir, 1987), they do not address the properties of the whole fingerpad, of which skin is only one part. Several computational models of the primate fingerpad are available, based on unrealistic simplifying assumptions such as infinite size (Phillips & Johnson, 1981; Srinivasan, 1988). The current sketchy biomechanical data and idealized models are inadequate at present for guiding us in developing the design specifications of haptic interfaces. In our laboratory, we are gathering more data with high precision devices (Gulati & Srinivasan, 1995) and are developing realistic models (Srinivasan & Dandekar, 1995; Dandekar & Srinivasan, 1995).

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, pp. 6-7.

4Interface Variables

The term "interface variables" is meant to include the kinematic variables (i.e., the relative positions, orientations, and motions) of various body parts, together with the associated normal and shear forces arising from contact with objects. The kinematic information is conveyed by our kinesthetic sense, whereas the contact forces are sensed by both tactile and kinesthetic systems. In tasks involving physical contact, such as manipulation of objects, it is known that tactile information is crucial in controlling grasp forces (Johansson & Westling, 1987). These control actions can range from a fast spinal reflex to a relatively slow deliberate action. However, even simple questions concerning our abilities (such as what is our resolution in the sensing and control of interface variables) or the mechanisms (such as the sequence of information processing operations in our perception of joint angles or contact forces), do not yet have unequivocal answers. Determination of human abilities (in terms of resolution, bandwidth, etc.) in sensing and control of net contact force vectors as well as join angles or end point positions will set some of the design specifications for haptic interface devices.

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, p. 7.

5Perception of Contact Conditions and Object Properties

The contact conditions perceived through the tactual sense can be broadly classified as contact onset, ramp and static indentation, which may or may not be followed by skin stretch and slip due to shear forces together with superimposed vibrations. The object properties that are inferred include both geometric (such as shape) and material properties (such as compliance). The perception of both contact conditions and object properties is based on intensive, temporal, spatial or spatio-temporal stimulus variations and the associated neural codes (Loomis & Lederman, 1986). Recent psychophysical and neurophysiological investigations have provided some answers to questions concerning perception and neural coding of roughness, raised features on rigid objects, slip, microtexture, shape, compliance, etc. (Srinivasan & LaMotte, 1991; LaMotte & Srinivasan, 1991; Srinivasan et al., 1990; Johnson & Hsiao, 1992). However, the important connection between the loads imposed on the skin surface within the regions of contact with objects and the corresponding perception has only begun to be addressed. The rather large body of data available on tactile sensing of vibratory stimuli and the data on spatial localization and resolution, together with additional psychophysical experiments on the perception of contact conditions and object properties will influence directly the design of tactile displays.

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, pp. 7-8.

6INTEGRATION OF LOCAL CONTACT INFORMATION WITH NON-LOCAL PERCEPTION OF THE ENVIRONMENT
Tactile perception provides local information about an object. To be effective in training tasks, such as cockpit familiarization, that information must be integrated into non-local perception of the space the hand and arm move in. However, haptic perception of mechanical quantities has been found to be significantly distorted (Fasse, 1992; Hogan et al., 1990). The relationship between these haptic distortions and human internal perceptual models of space and the objects in it is unknown. The influence of these distorted perceptions on production of motor behavior has barely been addressed. The theoretical framework to generate testable hypotheses must be built upon a fundamental understanding of the relations between haptic perception of geometric and mechanical quantities such as magnitudes and orientations of lengths, forces, and stiffnesses. Experimentally verified models of the relationship between haptic perceptions and motor actions are critical for the design of effective synthetic haptic environments.

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, p. 8.

7FIDELITY

The right balance of complexity and performance in system capabilities is generally task dependent. In particular, the fidelity with which the tactual images have to be displayed and the motor actions have to be sensed by the interface depends on the task, stimulation of other sensory modalities, and interaction between the modalities.

From Srinivasan, M.A. (1995). Haptic interfaces. In N.I. Durlach and A.S. Mavor (Eds.) Virtual Reality: 

Scientific and Technological Challenges. National Academy Press: Washington, DC, p. 186.

8TRANSFER OF TRAINING

One of the important debates among investigators of virtual environment technologies concerns the relative merits of employing force and/or tactile displays in haptic interfaces. This takes on even greater significance when virtual environments are used to train persons for real-world tasks. The question of how literally real must a simulation feel in order for the training to be effective is highly task dependent. For example, consider the simple task of learning to find and actuate a rotary detent switch in a cockpit and the use of a virtual environment to do the training. It is important to determine if displaying the accompanying hand/arm motion with only visual feedback is sufficient to transfer the training received in its operation, or whether the tactile interaction with the switch is central to training transfer. If tactile interaction is necessary, is some iconic display ("buzzing" with a vibrator, applying force impulse "pings", electrocutaneous stimulation, etc.) sufficient or is a more literal force display necessary. If a force display is necessary what should be its fidelity in terms of magnitude, resolution and bandwidth?  Clearly, there is a relationship between the quality of haptic interface and the effectiveness of training, and it is highly dependent on the type of task being performed.

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, pp. 9-10.

9Control and Actuation of Haptic Interfaces

One of the major challenges in developing haptic interfaces which can apply forces (net and distributed) to the user is in the choice of actuator technology. The ideal force source will have minimal friction and impedance of its own so that it is essentially transparent to the user. Yet, all sources of force (including electro-magnetic, electrostatic, hydraulic, pneumatic actuators, etc.), have intrinsic mechanical properties which make them less than pure force sources. Closed loop control of these devices can improve their performance at the expense of less stability margin and increased power demands. Because human impedance (stiffness) varies considerably during tasks, any closed loop system controller must be sufficiently robust and adaptive to accommodate to this time- varying plant.

Because humans are very sensitive to force variations, any force displaying interface must be able to deliver extraordinarily smooth forces, demanding both high bandwidth and high resolution. If a tactile stimulator is to be used in conjunction with a force exerting device, care must be taken so that the net force exerted does not saturate the integrated force capability of the tactile stimulator. This is a problem frequently encountered with force controlled robots upon which tactile sensors are mounted (Srinivasan et al., 1991). Because of the expense and bulk of high performance forces sources, it is critical to assess just how good the quality of force display must be for successful haptic interaction. It is also important to identify classes of tasks which do not require any force display, as is common practice in virtual environment systems today. The possibility also exists that some tasks can be accomplished with only tactile display cues, and these need to be identified.

Further concern with force exerting haptic interfaces is where to ground the force sources. In the real world, when we push on an object, reaction forces are felt throughout the body. It is not known to what degree these reaction forces play a role in our haptic experience. In designing a haptic interface, we must make a choice of where to ground these reaction forces. The approach most analogous to real-world experience would be to attach a force generating device to the environment so that the user experiences the identical reaction forces throughout his body. The other extreme would be to strap tactile stimulators to the fingertips, causing the net reaction force to impinge on the back of the fingers. Whether this "disembodied" source of stimulation would confuse the user is not known. Intermediate approaches, such as grounding actuator packages to the arm or torso so that they exert forces across some joints may have value, but still pose the potential problem of confusion from unfamiliar reaction forces.

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, pp. 10-11.

10Force and Tactile Displaying Interfaces

In order to display contact conditions and object properties to the user through a force and/or tactile displaying interface, choices must be made as to how to encode the sensation in a form representable with the interface and unambiguously identifiable to the user. For example, if we want the users to feel that they have just touched a rigid object, we would want to deliver a force vector and deform the fingertip in the same way as would occur in real contact. Technically, this is impossible to do with perfect fidelity; the haptic interface will be limited in stiffness as well as spatial and temporal resolution of the force distribution. So, it is necessary to find some representable form in which to deliver the necessary cue for onset of contact. Current primitive approaches to this include vibrating the fingertips, changing the appearance of the hand and object in their visual representations, sound cues, etc. None of the iconic representations actually impose the motion constraints due to contact, nor do they provide vectorial information about surface orientation and direction. True haptic cues (force and tactile stimulation) can offer the needed cues, but at an expense which must be carefully considered.

The same question of effective representation for display applies to other haptic information such as forces and motion at the contact point; detection of slip; detection of local curvature; and local mass, stiffness and viscosity properties; as well as the kinematic and dynamic properties of objects. Simple local spring-mass-damper models have been investigated in teleoperator systems but lack the richness needed to represent all the above properties. Since the relevant force fields are tightly coupled both to the observer's actions and the mechanical properties of the human soft tissues, they require relatively complex systems of partial differential equations for their description. Thus the needed computations (based in many cases, on the finite element method) tend to be computationally very expensive and difficult to complete in real time, even with the use of supercomputers. Task-specific simplifications are therefore necessary in the generation of tactual images with haptic interfaces.

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, p. 12.

11GENERATION OF THE MECHANICAL ENVIRONMENT AND INTERACTION DYNAMICS

It is known to be a computationally expensive problem to accurately detect collisions between multiple polyhedral objects (let alone more general shapes) (Canny, 1986). In robotics this is an important issue in finding collision free paths for motion, and has been addressed in many ways including the C-Space geometric approach (Perez, 1987) and the potential field approach. However, the concern in virtual environments is not to avoid contact, but to achieve it through exploratory, pushing, grasping, and manipulating actions. One of the subtle but important problems in real-time modeling of interacting stiff objects is that any model is necessarily computed in discrete time steps. The true instant of contact, however, will typically occur between time steps and may require a model which can be "backed-up" in time to detect the precise instant of contact and the ensuing contact forces. Ultimately, the mechanical world model must include additional attributes from which a representation of the visual and acoustic properties can be derived for synchronous stimulation of the corresponding human sensory modalities (see section III-A-94 in Durlach et al., 1992).

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, pp. 12-13.

12HAPTIC DEVICES

A rough breakdown of the component technologies that are currently available or being developed in laboratories around the world is as follows:

· Joysticks

· Teleoperator masters

· Exoskeletal devices: 

- Flexible (gloves and suits worn by user)

· - Rigid (jointed linkages affixed to user)

· Tactile displays

- Shape Changers

- Shape memory actuators

- Pneumatic actuators

- Micro-mechanical actuators

- Vibrotactile

· - Electrotactile

· Non-contact Position Sensors

Joysticks are probably the oldest of these technologies and were originally conceived to control aircraft. They may be passive (not force reflecting), as in the joysticks used for cursor positioning, or active (force reflecting), as in many of today’s modern flight control sticks. Even the earliest of control sticks, connected by mechanical wires to the flight surfaces of aircraft, unwittingly presented force information to the pilot reflecting the loads on the flight surfaces. Many of the joysticks available today, force reflecting or not, have been developed for the control of remote manipulators. Generally, these devices employ at most 6 degrees-of-freedom (plus grip control) and have a wide range of performance qualities. A particularly good review of performance characteristics is found in McAffee and Fiorini (1991), and a broad overview of the devices is available in Honeywell (1989). A great deal of work concerning the ergonometrics (shape, switch placement, motion and force characteristics, etc.) has gone into the design of the hand grip of these devices (Brooks & Bejczy, 1985). 

Teleoperator Masters have evolved specifically for the control of remote manipulators. These input devices have taken many forms, including joysticks, kinematic replicas, and generalized input devices. Though a reasonably mature technology (in terms of product availability and reliability), these devices tend to be tailored to the manufacturer’s slave robot. Teleoperator masters are frequently kinematic replicas of the slave devices they command (a feature which greatly simplifies control algorithms). A number of investigators have adapted teleoperator masters to act as haptic interfaces to virtual environments, but little emphasis has been placed on extending the [sic] these masters beyond 7 degrees-of-freedom.

Exoskeletal devices are characterized by the fact that they are designed to fit over and move with the users’ limbs or fingers. Because they are kinematically similar to the arm and hands that they monitor and stimulate, they have the advantage of the widest range of unrestricted user motion. As position measuring systems, exoskeletal devices (gloves, suits, etc.) are relatively inexpensive and comfortable to use. However, providing high quality force feedback with such devices is difficult and places great demands on actuator size minimization. . .

While the display of net forces is appropriate for coarse object interaction, investigators have also recognized the need for a more detailed display of the haptic interaction at points of contact. In particular, the display of tactile information (force distributions for conveying information on texture and slip), though technically difficult has long been considered desirable for remote manipulation (Bliss & Hill, 1971). Tactile display systems have also been applied to the needs of the blind, the deaf and the deaf-blind (Bach-y-Rita, 1982; Reed, Durlach, & Braida, 1982; Reed et al., 1989).

Display systems which attempt to convey information about contact utilize a variety of techniques. Shape changing display (TiNi, 1990; Rheingold, 1991) convey the local shape of contact by controlled deformation or force exertion across an array of stimulators placed against the skin. Electrotactile and vibrotactile display stimulate various cutaneous receptors by delivering energy (in the form of electric currents of vibrating mechanical displacement) in an attempt to evoke the sensations of contact (Bless et al., 1963; Bach-y-Rita, 1982; Kaczmarek et al., 1991). 

From Durlach, N.I., Pew, R.W., Aviles, W.A., DiZio, P.A., Zeltzer, D.L. (1992). Virtual environment technology for training (VETT) (Final report on contract no. 91-C-0081). BBN Cambridge, MA, pp. III-A-30-32.

13LINEAR GRASPER

The Linear Grasper is capable of creating virtual springs, dashpots, and masses with which the human user can interact manually. 
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Figure A-1. The Linear Grasper

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, pp. 14, A-35.

14Sensors

Force, position, velocity and acceleration sensors are mounted to the moveable finger plate assembly [of the Linear Grapser]. The force sensor is a BLH semiconductor strain gage, the position sensor is a noncontacting linear differential transformer by Sunpower, the velocity sensor is an inductive type sensor from Transducer Systems, and the acceleration sensor is measured with a piezoresistive type accelerometer from IC Sensors.  The output signals from all the sensors were signal conditioned and sampled through a 12-bit Metrabyte A/D converter at 1KHz by an IBM compatible 80486DX personal computer.  After calibration, the force signal had a resolution of ±0.05 Newtons, the position signal had a resolution of ±0.06 mm, the velocity signal’s resolution was ±0.12 mm/sec and the resolution of the acceleration signal was approximately ±4.0mm/sec2.

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, p. 15.

15Software Programs

Several software programs were developed to utilize [the IBM compatible 80486DX personal computer and a 12-bit Metrabyte A/D & D/A converter] to perform the necessary data acquisition and control of the Linear Grasper during the discrimination experiments. These include programs to perform one interval, two alternative forced choice psychophysical experiments of compliance, viscosity and mass discrimination as well as various demonstrational software. . . . The control software utilized the velocity or acceleration signal to determine a corresponding output force depending on whether compliance, viscosity or mass was being simulated. A calibrated control signal, with a resolution of ±0.04. Newtons was supplied back to the actuator mechanism of the Linear Grasper through a 12-bit Metrabyte D/A converter and a Techron DC power amplifier.
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16The Planar Grapser 
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Figure A-2. The Planar Grasper

[From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, p. 35.]

The Planar Grasper is a three degree of freedom, planar manipulator designed to impose forces and torques on a gripping surface.  The device, shown in Figure A-2 of the Appendix, can thus simulate the forces and torques a user would feel if he or she were touching an actual surface.  Using this system, we can essentially create virtual objects, virtual part interaction, surface textures and friction, virtual object mass and interia (sic), compliant surface, and other virtual mechanical effects.  

The Planar Grasper is essentially a four bar linkage with an additional rotary degree of freedom at the end-effector.  The system uses steel belts driven directly, without reduction, from three Maviolor NT300 motors.  The motors provide approximately 200 Nem of sustained torque at 122V, 2.4amps.  The lightweight kinematics, clean transmission, and high performance motors, allow the Planar Grasper to exert high loads at high speeds, without backlash or large inertias.  This capability allows us to simulate contact with rigid walls, precise surface compliance, fine surface textures, and sudden collision with solid objects.

Power to the Mavilor motors is regulated by three Infranor, Inc. GmbH MsM0606 power amplifiers.  Servo control was originally provided by a single Motion Engineering, Inc., MC-Series Motion Controller.  This controller provided on-board, PID closed loop control, as well as general A/D, D/A, encoder readers, and parallel/serial I/O.  The D/A converts on the board, however, provided only 8-bit resolution, and hence 256 levels of output to the motors.  Given the high performance mechanics, this coarse level of electronic control produced unacceptable ripples.  We therefore replaced the Motion Engineering controller board with a three channel 10-bit D/A and three channel encoder reader.  The servo control algorithms were then moved to the main microprocessor.  These upgrades provided higher performance output, cleaner force profiles, and reduced ripple.

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, pp. 15-16.

17VIRTUAL SURFACES
The mechanism for creating these virtual surfaces was straightforward. First, the encoders were read to determine the position of the joint. Forward kinematics – that is the position of the links based on joint angle – were calculated to determine the location of the end-effector. Second, the position of the end-effector (i.e. the probe which the user grasped) was tested to determine whether it had penetrated a software defined surface. If is [sic] had, the normal from the virtual surface to the current end-effector location was determined. . . . Third, given the normal and distance from the surface, a force vector was constructed. Finally, using the inverse kinematics, this force vector was translated into joint, and thus, motor torques, which were then issued as torque commands to the motor controllers. The complete cycle time from joint angles recording to motor commands was approximately 1ms to 10ms (depending on the complexity of the environment, and the level of graphics presented on the computer screen).

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, pp. 16-17.

18SAMPLING PROCEDURE 

Given the discrete sampling rate of the computer, the determination of the force vector can be difficult. For example suppose the computer detects the end-point of the Planar Grasper inside a virtual surface. If the sampling rate is quite large (100HZ), or the device is moving quickly, it will seem as though the end-point suddenly "appeared" inside the virtual object. Since there is no way of knowing intermediate positions between sampling periods, we must infer the probable manipulator path. In other words, between two sampling instances the manipulator could have entered an object from the side, in which case the force vector should be directed to the side, or from the top, in which case the force vector should be in the orthogonal direction. We have no a priori way of knowing which of these is to be displayed to the user. To solve this problem, it is assumed that a straight line path between two sampled positions is transversed by the end-point and the intersection of this line segment with the virtual object determines the force direction based on the local surface normal at the intersection. The distance between the end-point of the Planar Grasper and the surface of the virtual object determines the force. This, of course, is not accurate for all possible trajectories or virtual objects, but provides a reasonable approximation assuming the sampling period is not too large.

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, p. 17.

19Vector Methods

One method handles location ambiguity by subdividing the object volume and associating a sub-volume with each surface (Massie, 1993). In two dimensions, this method subdivides the square's area and assumes that the user entered from the closest edge. The force vectors are normal to the edge and proportional to the distance penetrated. This method causes a sensation of "sharpness" to be felt at corners due to the sudden force discontinuity in passing from one region to another. This can be useful when truly sharp corners are desired, but confusing when transitions are made accidentally.

This method works for simple geometric shapes because it is reasonably easy to construct these subspaces by hand. In addition, any shape that can be described with an equation can be easily modeled. For example, spheres display a feedback force in the direction of the vector pointing from the sphere's center to the haptic interface point with a magnitude that is a function of the distance the point has penetrated the sphere's surface. The inherent simplicity of these methods has allowed interesting work in dynamic objects and surface effects, (Salisbury et al., 1995), but the methods are not sufficiently flexible to allow arbitrary geometries. 

The drawbacks of vector field methods are:

· It is often unclear which piece of internal volume should be associated with which surface;

· Force discontinuities can be encountered when traversing volume boundaries;

· Small and thin objects do not have the internal volume required to generate convincing constraint forces;

· Generating believable forces requires directly determining the distance the haptic interface point has penetrated into an object and the surface(s) it has passed through to arrive at its current position (the constraint-based method described in the next section computes this distance directly).

From Durlach, N.I., Wiegand, T.E.v., Zeltzer, D., Srinivasan, M., Salisbury, K., Brock, D., Sachtler, W.B., Pfautz, J., Schloerb D., and Lathan, C. (1996). Virtual environment technology for training (VETT): Annual report for MIT work performed during year 2 (Contract no. 94-C-0087). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, pp. 54-55.

20MIRAGE

To enable the haptic rendering of more realistic and arbitrary shapes, a constraint-based rendering algorithm, known as the "god-object algorithm," has been developed (Zilles & Salisbury, 1995; Zilles, 1995). Software embodying this approach has been written by Zilles and is known as the "Mirage" module. The first release of this program has been delivered to other members of the MIT VETT team and to the NAWC/TSD VETT team in Orlando, and is currently being used to implement a number of training scenarios that contain haptic interaction.

From Durlach, N.I., Wiegand, T.E.v., Zeltzer, D., Srinivasan, M., Salisbury, K., Brock, D., Sachtler, W.B., Pfautz, J., Schloerb D., and Lathan, C. (1996). Virtual environment technology for training (VETT): Annual report for MIT work performed during year 2 (Contract no. 94-C-0087). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, p. 55.

21God-object Algorithm

As mentioned previously, a number of problems arise when the haptic interface point penetrates into virtual objects. Although we cannot stop the interface point from penetrating virtual objects, we can define additional variables to represent the "virtual location" of the haptic interface point. This location is what we will call the "god-object" 

We have complete control over the god-object; we can prevent it from penetrating any of the virtual objects and force it to follow the laws of physics in the virtual environment. The god-object is placed where the haptic interface point would be if the haptic interface and object were infinitely stiff. Because the god-object remains on the surface of objects, the direction of the force vector should never be ambiguous. This allows a more realistic generation of the forces arising from touching an object. In particular, this method is suitable for thin objects and arbitrarily shaped polyhedra.

In free space, the haptic interface point and the god-object are collocated, but as the haptic interface moves into an object the god-object remains on the surface.  The god-object location is computed to be a point on the currently contacted surface such that its distance from the haptic interface point is minimized.  This assumes the god-object moved across the surface without being impeded by friction. Inclusion of friction is a simple extension; however, even when friction is being modeled, the god-object algorithm positions the god-object as if there were no friction.

By storing additional state variables for the position of the god-object (one variable for each degree of freedom of the apparatus), we can keep a useful history of the object’s motion in a compact manner.  In our work with a three-degree of freedom haptic interface, the god-object is a point needing only three coordinates to fix its location.

Once the god-object is determined, simple impedance control techniques can be used to calculate a force to be displayed.  Stiffness and damping elements can be applied between the haptic interface point and the god-object, representing local material properties.

Constraints and God-object Location Computation


Although we are interested in simulating volumes, we interact with these volumes on their surfaces because, in general, it is more convenient to represent objects by their surfaces.  To simplify the mathematics of the problem, only planar surfaces are used, though this is not a limitation of the approach.


In this work, we have found that a good first-cut haptic representation can be derived from the same polyhedral geometry used to represent objects for visual rendering. Straightforward lists of vertices, edges, and facets, as are found in standard polyhedral representations, are sufficient to permit use of the god-object algorithm. This is particularly convenient in that it enables haptic rendering of a very large body of existing visually renderable objects.


A mesh of triangular elements is used because it is the most fundamental, and assures that all of the nodes are coplanar.  Using a polygonal representation of objects makes collision detection simple.  For an infinite surface (a planar constraint), we will denote the surface as active if the old god-object is located a positive (in the direction of the outward pointing surface normal) distance from the surface and the haptic interface point has a negative distance to the surface (i.e. on the other side).  This creates surfaces as one-way constraints to penetration.


When the surfaces are not of infinite extent, then, for a surface to be active, we also require that the god-object contact take place within the boundaries of the surface facet. A line can be traced from the old god-object to the new haptic interface point.  If this line passes through the facet (within all of the edges), then that facet should be considered as active.


When touching convex portions of objects, only one surface should be active at a time.  However, when probing a concavity, multiple surfaces can be active simultaneously.  When touching the concave intersection of two planes, both constraints are active, and the god-object’s motion should be restricted to a line (the intersection of both planes).   When in contact with the intersection of three surfaces, all three will be active and the net constraint becomes a point (the intersection of all three planes).


Once a set of active constraints has been found, Legrange multipliers can be used to determine the location of the new god-object. Once the distance and direction between the god-object on the surface and the haptic interface point has been determined, the interaction force can be computed from an impedance relationship. . . .

Hidden Surface Removal


One of the goals of the god-object method is to be able to build up complex scenes by overlapping (logical AND-ing) simpler objects. When multiple objects are in close proximity, a naïve active surface detection algorithm will return too many surfaces.  We need a hidden surface remover to assure that we only touch the closest valid surfaces.  Similar to hidden surface removal methods in graphics, we only want to render the object closest to the observer.  In haptics, the observer is the god-object rather than the camera as in graphics.  This surface removal involves finding redundant surfaces (surfaces with the same or similar surface normals) and calculating which is closest to the god-object.  Only the closest surfaces are retained.  Hidden surface removal for haptic interfaces is less computationally intensive than methods like z-buffering for graphics because there are usually only one or two haptic interfaces rather than thousands of pixels on a screen.
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22Software Models

Each line of our scene-file names a .plg file (similar to WAVFRONT's .obj file format) and gives its location in the global coordinate frame. The .plg file is a minimal object description file consisting of a name, a number of vertices, a number of surfaces, the list of vertices, and the list of surfaces. This file is parsed and a list of nodes, edges, and surfaces are created to represent the object. The software model is built in its own local coordinate frame.

The instantiation of this model is a separate data structure which has a pointer to the object model. This object has a position, a velocity, an orientation, an angular velocity, a scale, and a material. From the position, orientation, and scale, a transformation matrix can be computed to transform back and forth from the local coordinate frame of the model to the global coordinate frame of the virtual environment. Since the haptic renderer only worries about interactions with a point, we can do the active surface detection in the coordinate frame of the model. This means that we won't have to transform all of the points, edges, and surfaces of the model each time it moves; only the haptic interface point will need to be transformed. Once candidate active surfaces are found, they will have to be transformed to the global coordinate frame because we may be in contact with surfaces from multiple objects at the same time. 

Because it is not uncommon for a scene to have more than one object of a given kind (like chips and resistors on a circuit board, or plates and chairs in a kitchen), our architecture has been designed to allow multiple object instantiations to share the same geometric model. This should greatly reduce the amount of memory required for scenes with object redundancy.
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23Operating System and Multiprocessor

While much of our original code development was performed using PC’s under the DOS operating system, the lack of processing power and real-time task scheduling limited our ability to have graphics and haptics coexist. To deal with the scheduling problem we investigated several PC operating system alternatives, including LYNX/OS, OS/2 and Linux. Lynx/OS was found to be the most suitable in terms of performance, but difficulties in installation and driver incompatibilities prompted us to investigate other OSs. OS/2 lacked the true real-time scheduling we needed. Linux, while also lacking true real-time capability, was selected due to ease of installation, availability of drivers, and acceptable task swap times. We are currently investigating Windows NT for future systems because of its support for symmetric multiprocessing (enabling us put all the processors in one box) and its ability to utilize emerging openGL-based graphics accelerators.
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24Graphics Workstation

A Silicon Graphics Indigo2 Extreme graphics workstation has been utilized in conjunction with the PC-Based haptic renderer to enable more complex visual images to be viewed during haptic interactions. The basic idea is to instantiate objects to be viewed using the SGI processor where rapid and high quality visual rendering takes place. At runtime, updates to the visual display are sent from the PC to the SGI machine. These updates simply specify new positions for entire objects (or in some cases vertices of deformable objects) and require minimal data.

A UDP/IP socket-based communications link was set up between the Linux-based PC and IRIX-based SGI. With the UDP method, data packets are sent at regular intervals (called FRAME packets) to update the graphics frame currently displayed by the SGI. Additional packets may be sent for creating objects, changing colors, texture mapping, etc. 

Both the SGI and PC have parent processes, which perform the main rendering tasks, and child processes to perform the I/O tasks. This was initially designed to compartmentalize tasks and make it easier for haptics code to run rapidly without having to stop the I/O. The child I/O process takes about 1 msec to send a packet; this is actually a significant amount of time if it controls the processor for that 1 msec every 33 msec (30 Hz). The dual-process architecture would enable the processor to give the child process just enough time slices to get a packet sent in a single 33 msec loop; the general idea is that the parent code runs full-speed, and only gets superseded every msec or so for a few clock cycles to be devoted to I/O.

In practice, Linux is NOT a real-time OS, and doesn't do real-time scheduling of processes. Therefore, considerable difficulty was encountered in getting the system to run as planned. The current implementation actually passes 100% control to the child process every 33 msec or so (depending on how often the user calls IViewer_begin_update) by setting a semaphore that wakes the child up. Porting to LynxOS or other true real-time OS would solve this problem. To create a data path between the parent processes (PC-haptics, SGI-graphics) and the I/O processes for each computer, shared memory arenas have been allocated on both the PC and the SGI.

The SGI machines have graphics capabilities that extend far beyond simply displaying the collection of points that the haptics platforms are simulating. Thus, it should be possible to improve fidelity on the visual rendering side without interfering with the stability of the haptics code.
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25Tweezer Tool Interface

Several versions of passive tweezer tool interfaces were developed. By sensing closure and squeeze force on the tweezers, these interfaces permit users to grasp and pull an object without the need for additional powered axes in the PHANToM system. A demonstration of compliant surface interaction was written (SARAN.EXE) that permitted grasping and tugging the surface of an elastic sheet.
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26TOOL HANDLE INTERFACES

To enable enhanced interaction and a better development environment we have brought 2 tool handles (large PHANToMs) on line in addition to the original PHANToM. These tool handles have been used in a number of demonstrations, including a cubes program (written by Zilles) in which two PHANToMs are used to grab and manipulate objects in a rectilinear workspace.
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27MMDB FILE FORMAT

We assumed all parts, or components of objects, were monolithic rigid solids, and joints between objects were simple, lower-order kinematic pairs. The joints were described as either one degree of freedom (DOF) joints, two coincident rotary joints, or ball joints. We then described the world -- or as we called it, an “assembly” —as a graph of objects (a rooted tree) connected by “affixments.”  Each node in the tree is defined by an object file and each edge by an affixment, that is, a mechanical articulation.

We used Wavefront .obj files, together with a set of extensions, to describe the individual objects. Standard .obj files include the following classes of data:

Vertex data —geometry, texture, normal & curve parameter vertices.
Elements —points, lines, faces, curves & surfaces.
Grouping —groups, smoothing groups, merging groups and objects.
Display
—beveling, color & dissolve interpolation, level of detail (LOD), materials, shadow, ray tracing and curve approximation.
Our extensions to this basic format included: 

Mechanical —mass, center of mass & inertia.
Surface —static & dynamic coefficient, surface viscosity, compliance & texture.
Thermal —temperature, thermal conductivity & thermal mass.
Acoustic —natural frequency, damping, mass & area.
Since .obj files are described by tag-value pairs, that is, a character string followed by a list of values: 

tag <value_1> ... <value_n>,

adding extensions to the standard types is not difficult, and in fact is compatible with standard .obj viewers.

Our general approach to the MMDB file format was to specify object components and links initially, and then to specify particular connectivity. As with the .obj file format, our syntax followed the standard tag-value pair. In the following paragraphs we will describe each data type of our file standard and give examples of each type.

The first data type is "parts," that is the list of .obj files or objects which make up our assembly. Each part in the list starts with a name and then a .obj file, as follows: 

parts
{<part_name_1> <part_file_1> ... <part_name_n> <part_file_n>}.

A simple automobile might be described as 

parts
{tire_left_front tire.obj tire_right_front tire.obj

tire_left_rear tire.obj tire_right_rear tire.obj car_body body.obj}.

Joints are described in a list, starting with a joint name followed by a joint type and a list of joint values. Joint types are ROTARY and PRISMATIC with the obvious definitions. More complex linkages such as coniodal and ball joints were, for the initial implementation, not included. Joint values were a list of real numbers corresponding to the rest value, and the minimum and maximum values. Thus the joint syntax was a follows:

joints
{<joint_name_1> <joint_type_1> <joint_values_1>...

<joint_name_n> <joint_type_n> <joint_values_1>}, 

and for our car example we have

joints
{axle_left_front ROTARY {0.0 none none}

axle_right_front ROTARY {0.0 none none}

axle_left_rear ROTARY {0.0 none none}

axle_right_rear ROTARY {0.0 none none}}

We describe geometric transformations as “transforms.”  Transforms have a name, type and value. The types include ROTATE, TRANSLATE, MATRIX and VECTOR, and the values are matrix or vector. The general syntax is:

transforms {<trans_name_1> <trans_type_1> <transform_1>... 

<trans_name_n> <trans_type_n> <transform_n>}, 

and the car example is:

transforms {base MATRIX {
{1.0 0.0 0.0 0.0} 


{0.0 1.0 0.0 0.0}


{0.0 0.0 1.0 0.0}


{0.0 0.0 0.0 1.0}}

wheel_1 MATRIX {
{1.0 0.0 0.0 -5.0}


{0.0 1.0 0.0 10.0}


{0.0 0.0 1.0 0.0}


{0.0 0.0 0.0 1.0}}

wheel_2 MATRIX {
{1.0 0.0 0.0 5.0}


{0.0 1.0 0.0 10.0}


{0.0 0.0 1.0 0.0}


{0.0 0.0 0.0 1.0}}

wheel_3 MATRIX {
{1.0 0.0 0.0 -5.0}


{0.0 1.0 0.0 -10.0}


{0.0 0.0 1.0 0.0}


{0.0 0.0 0.0 1.0}}

wheel_4 MATRIX {
{1.0 0.0 0.0 -5.0}


{0.0 1.0 0.0 10.0}


{0.0 0.0 1.0 0.0}


{0.0 0.0 0.0 1.0}}}.

Finally, we described the links, which define the complete assembly of parts. All elements of the links list are names previously defined, 

links
{<joint> <transform> <part_1> <part_2> <transform> ...

<joint> <transform> <part_1> <part_2> <transform>}. 

The first element in the links list is <joint>, the name of a joint which link <part_1> to <part_2>. The first transformation name is the geometric transform from the canonical coordinate from to origin of <part_1>. The second transform is the transformation of <part_2> relative to <part_1>. Again for the car example, we have 

links
{axle_left_front base body tire_left_front wheel_1

axle_right_front base body tire_right_front wheel_2 axle_left_rear base body tire_left_rear wheel_3 axle_right_rear base body tire_right_rear wheel_4} 

Summary of Syntax and Example

Below we present the syntax and example together:

parts
{<part_name_1> <part_file_1> ... <part_name_n> <part_file_n>}

joints
{<joint_name_1> <joint_type_1> <joint_values_1>...

<joint_name_n> <joint_type_n> <joint_values_1>} transforms {<trans_name_1> <trans_type_1> <transform_1>... 

<trans_name_n> <trans_type_n> <transform_n>} links {<joint> <transform> <part_1> <part_2> <transform> ...

<joint> <transform> <part_1> <part_2> <transform>} 

parts
{tire_left_front tire.obj tire_right_front tire.obj

tire_left_rear tire.obj tire_right_rear tire.obj car_body
body.obj}

joints
{axle_left_front ROTARY {0.0 none none}

axle_right_front ROTARY {0.0 none none}

axle_left_rear ROTARY {0.0 none none}

axle_right_rear ROTARY {0.0 none none}}

transforms {base MATRIX {
{1.0 0.0 0.0 0.0} 


{0.0 1.0 0.0 0.0}


{0.0 0.0 1.0 0.0}


{0.0 0.0 0.0 1.0}}

wheel_1 MATRIX {
{1.0 0.0 0.0 -5.0}


{0.0 1.0 0.0 10.0}


{0.0 0.0 1.0 0.0}


{0.0 0.0 0.0 1.0}}

wheel_2 MATRIX {
{1.0 0.0 0.0 5.0}


{0.0 1.0 0.0 10.0}


{0.0 0.0 1.0 0.0}


{0.0 0.0 0.0 1.0}}

wheel_3 MATRIX {
{1.0 0.0 0.0 -5.0}


{0.0 1.0 0.0 -10.0}


{0.0 0.0 1.0 0.0}


{0.0 0.0 0.0 1.0}}

wheel_4 MATRIX {
{1.0 0.0 0.0 -5.0}


{0.0 1.0 0.0 10.0}


{0.0 0.0 1.0 0.0}


{0.0 0.0 0.0 1.0}}}.

links {axle_left_front base body tire_left_front wheel_1

axle_right_front base body tire_right_front wheel_2 axle_left_rear base body tire_left_rear wheel_3 axle_right_rear base body tire_right_rear wheel_4}

From Durlach, N.I., Wiegand, T.E.v., Zeltzer, D., Srinivasan, M. Salisbury, K., Brock, D. Sachtler, W.B., Pfautz, J., Schloerb, D., and Lathan, C. (1996).  Virtual environment technology for training (VETT): Annual report for MIT work performed during year 2 (Contract no. 94-C-0087). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, pp. 62-65.

28Sensory Resolution Studies of Physical Properties

Previous sensory resolution experiments exploring the haptic perception of physical properties of objects have focused on measuring the human sensitivity to fundamental mechanical characteristics such as stiffness and viscosity and to basic physical variables like force and object length. A prime motivation for this approach is that the approximate mechanical behavior of many deformable objects can be represented by the linear sum of these elemental properties.  By obtaining information on the perception of these fundamental mechanical properties, it is hoped that an understanding of haptic perception of more complicated objects will also be advanced.

A summary of sensory resolution studies involving mechanical and physical properties of objects is presented in Table 1.  Some of the research has focused on manual resolution (i.e., primarily involving the fingers of the hand), while other investigations have examined perception involving one or both forearms.  Generally all the studies have focused on measuring sensory resolution limits and only to a much lesser degree attempted to characterize and analyze the motor performance used during the discrimination tasks.

Table 4.1

Sensory Resolution Studies of Physical Properties


Study
Property
Results

Durlach, et al (1989)
Object length
JND decreased from 10% at 10mm to 3% at 80mm.

Pang, et al (1991)
Force
JND of approximately 7% over a range of fixed displacements and reference forces.

Tan, et al 

(1992, 1995)
Compliance
JND of 8% over a range of fixed displacements.

JND of 22% when terminal force and mechanical work cues are roved.

JND ranged from 15% - 99% when mechanical work cues were eliminated.



Jones & Hunter

(1989, 1990a, 1992a, 1992b, 1993)
Force, movement, stiffness, & viscosity
Differential sensory thresholds of 7%, 8%, 23% and 34% were measured for force, movement, stiffness, and viscosity.

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, pp. 19, 20.

29COMPLIANCE DISCRIMINATION EXPERIMENTAL DESIGN
The compliance experiments used a one-interval, two-alternative forced choice paradigm without correct answer feedback.  During a trial, subjects were presented with one of two possible stimuli.  One of the stimuli was the reference (e.g., Co) and the other was the comparison, equal to the reference minus an increment (e.g., Co  - C).  The value of the increment was constant within an experimental run of 64 trials.  For each trial, both stimuli had an equal a priori probability of occurring.  Upon completion of a trial, the subjects were required to indicate which one of the two stimuli they felt was presented by typing 1 for the larger stimulus or 2 for the smaller stimulus.  For each value of the increment, numerous experimental runs were performed, typically resulting in several hundred trials per subject.  To ensure consistency with the previous compliance experiments (Tan, et al 1995) the value of reference stimulus was chosen to be 4mm/N. The increment was equal to 10, 20, 30, or 40% of the reference.

The stimuli were presented in a roving displacement paradigm.  The paradigm was chosen to disassociate mechanical work and terminal force cues from the compliance stimuli.  In this paradigm, the displacement value for each trial (over which the compliance stimuli were presented) was chosen randomly with an equal probability among the following five values: 15, 20, 25, 30, and 35mm.  Subjects were instructed to discriminate compliance despite changes in displacement from trial to trial.

A 2x2 stimulus-response matrix generated from each experimental run was utilized to compute a sensitivity index, d’ and a response bias,  (See Berliner & Durlach (1973) for a more detailed presentation of psychophysical methods).  The sensitivity indices from the experimental runs were used to calculate the Just Noticeable Difference (JND) for subjects at each fixed squeezing distance.  The response bias data was used to determine if subjects showed any significant preference towards selecting a particular response.

Three subjects were tested in this experiment.  The subjects, ages 23-31, were right handed with no known hand disorders and used their dominant hand to perform the grasping tasks.  Since no feedback was provided in the experiment, the subjects were given the opportunity to familarize [sic] themselves with the stimuli using the following training procedure.  For the first run of 64 trials, reference compliance was 4mm/N, and the increment was 0% (i.e. only Co was presented), and the displacement value for each trial was chosen randomly with an a priori probability of 0.2 from the following five values:  15, 20, 25, 30, and 35mm.  For the second run, Co was increased to 8 mm/N and all other parameters were kept constant.  The subjects were told that these stimuli were more compliant than the stimuli presented in the first run.  Starting with the third run, Co was set again to 4 mm/N and the increment was set to 100% (i.e., the compliance stimuli of the first two sets were presented), and the displacement was randomized in the same fashion as the previous two runs.  Each subject was required to complete two runs of 100% scores before the training was terminated.  At no time during the training was trial by trial correct response feedback given.

From Srinivasan, M.A., Salisbury, J.K., Brock, D., and Beauregard, G.L. (1995). Haptic interfaces for naval training with virtual environments (Final report on contract no. N61339-93-C-0083). Prepared for Naval Air Warfare Center Training Systems Division, Orlando, FL, pp. 26-27.

30COMPLIANCE DISCRIMINATION RESULTS
The average compliance JND for the three subjects in this experiment was 22%.  The average compliance JND% decreased monotonically with displacement.  These results, plotted versus displacement in Figure 4-1, are consistent with the results obtained by Tan et al 1995 using the same roving displacement paradigm, but with correct response feedback.
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Figure 4-1. Compliance Discrimination Results

When these results are reanalyzed using the mechanical work hypothesis and the terminal force hypothesis (see Tan, et al 1995 for more detailed description of the hypotheses and the implications for sensitivity and response bias results), most of the sensitivity and response bias data supported the hypotheses.  The sensitivity data represented by d’ is pooled by stimulus pair and shown in Table 1.  The values of d’ obtained in the experiment generally indicate a high sensitivity to mechanical work and terminal force cues in the absence of trial by trial correct response feedback.  The average response bias data for the subjects ranged from approximately +2.0 at 15mm to approximately –1.0 at 35mm indicating that subjects were biased to select lower mechanical work and terminal force stimuli as more compliant and, conversely, select greater mechanical work and terminal force stimuli as less compliant.

Table 4-1.
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31VISCOSITY AND MASS DISCRIMINATION EXPERIMENTAL DESIGN

Three subjects took part in each experiment with none of the subjects participating in both viscosity and mass discrimination.  All the subjects, ages 19-23, were right handed with no known hand disorders and used their dominant hand to perform the grasping tasks.  All the subjects under went training runs of 1024 trials to ensure that they were comfortable with the device and the experimental procedure.


Based on preliminary experiments, a reference viscosity, Bo, of 120Ns/m was presented in the viscosity discrimination experiments and a reference mass, Mo, of 12 kg was presented in the mass discrimination experiments.  These values were chosen to ensure that applied grasp forces would be generally consistent with those used in the earlier force and compliance discrimination experiments.  Both discrimination experiments were performed for fixed squeezing distances of 15, 20, 25, 30 and 35 mm, with the initial finger span between the thumb and forefinger of the subjects set at 105 mm.

The viscosity and mass discrimination experiments used a one-interval, two- alternative forced choice paradigm with trial-by-trial correct answer feedback.  During a trial, subjects were presented with one of two possible stimuli.  One of the stimuli was the reference (e.g., Bo) and the other was the comparison, equal to the reference minus an increment (e.g., Bo  - B).  The value of the increment was constant within an experimental run of 64 trials.  For each trial, both stimuli had an equal a priori probability of occurring.  Upon completion of a trial, the subjects were required to indicate which one of the two stimuli they felt was presented by typing 1 for the larger stimulus or 2 for the smaller stimulus.  The subjects were then provided with correct response feedback in each trial.  For each value of the increment, numerous experimental runs were performed, typically resulting in several hundred trials per subject.  The increment was equal to either 10, 20, or 30% of the reference in the viscosity discrimination experiments or 10, 20, 30, or 40% of the reference in the mass discrimination experiments.

Similar to the compliance discrimination experiments, a 2x2 stimulus-response matrix generated from each experimental run was utilized to compute a sensitivity index, d’, and a response bias, .  The sensitivity indices from the experimental runs were used to calculate the Just Noticeable Difference (JND) for subjects at each fixed squeezing distance.  The response bias data was used to determine if subjects showed any significant preference towards selecting a particular response.
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32VISCOSITY AND MASS DISCRIMINATION RESULTS

In Figure 1, the results of the viscosity and mass discrimination experiments are plotted with respect to the various fixed squeezing distances.  The overall mean JND for viscosity was 13.6% +/- 3.0% and for mass, the overall mean JND was 21.0% +/- 3.5%.  The JNDs were relatively constant with respect to fixed squeezing distance.  JND data for individual subjects are presented in Table 2.  The bias results, presented in Table 3, are small for both the discrimination experiments indicating that the subjects were generally unbiased in their responses.
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Viscosity and mass JNDs are respectively double and triple the JNDs of 7% and 8% reported for constant force and mechanical compliance when the squeezing distance was fixed (Pang et al., 1989; Tan et al., 1992).  Thus it appears that sensitivity to physical properties is diminished when force cues must be combined with derivative based displacement cues.  This trend is consistent with the earlier results by Jones and Hunter in their contralateral matching experiments involving the forearm, although their differential threshold values for stiffness (23%) and viscosity (34%) were significantly higher.

Figure 4-2. Viscosity and Mass Discrimination Results

Table 4-2.

JND Results for the Viscosity and Mass Discrimination Experiments
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Response Bias Results for 

Viscosity and Mass Discrimination Experiments
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33Motor Performance Results

Pertinent motor data regarding applied force, squeeze velocity, and acceleration were recorded during the discrimination experiments.  The data was obtained from every fourth trial over 1600 trials in the viscosity discrimination experiments and over 9344 trials in the mass discrimination experiments.  In these plots, average mean force, velocity and acceleration data are plotted against mass and viscosity stimulus values for certain fixed displacements.  These results indicate that mean applied force averaged over all subjects ranged from about 5.5 to 7.5 N in viscosity discrimination (Fig. 4-3) and from approximately 2.5 to 7N in mass discrimination (Fig. 4-4).  For both sets of experiments, the average value of the mean applied force in each trial increased with the stimulus intensity, but with a decreasing gradient.  In contrast, average mean velocity values (ranging from 55 mm/sec to 75 mm/sec; Fig. 4-5) and average mean acceleration data (ranging from 350 mm/sec2 to700 mm/sec2; Fig. 4-6) both decreased with stimulus intensity.  The motor results obtained during the viscosity discrimination experiments are consistent with data reported by Jones and Hunter (1993).
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Figure 4-3. 

Grasp Force versus Stimuli in the Viscosity Discrimination Experiments
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Figure 4-4.  

Grasp Force versus Stimuli in the Mass Discrimination Experiments
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Figure 4-5.

Grasping Velocity versus Stimuli in the Viscosity Discrimination Experiments
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Figure 4-6.

Grasping Acceleration versus Stimuli in the Mass Discrimination Experiments
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34PREVIOUS MULTISENSORY PERCEPTION RESEARCH
Rock and Victor (1963) reported that visual information was strongly dominant over touch in set of experiments where subjects grasped a square object whose visual shape was optically distorted to appear rectangular. When the subjects were later asked to indicate their impressions of the object by drawing it or matching it to another object, their impressions much more closely matched the optically distorted visual shape. Similarly, it as [sic] been observed that when a straight edge is optically distorted to appear curved, it is felt to be curved (Easton, 1976; Easton & Moran, 1978). When the size of an object is visually enlarged or reduced, the perceived size felt by the subject is generally in concordance with the manipulated visual image. However, in the absence of visual input, the object’s size is accurately perceived by haptics alone (Rock & Harris, 1967; Kinney & Luria, 1970). Similar results have been obtained by other researchers (see reviews by Marks, 1978; Welch & Warren, 1980).

Vision has also been shown to affect judgments of spatial direction and orientation. Over (1966) reported that subjects perceived a tilted bar as horizontal when wearing prism goggles that rotated the visual field so that the bar looked horizontal. The subjects could see and feel the bar at the same time. Pick et al. (1969) demonstrated that when a subject’s hand was visually displaced in space, the subject was biased to feel his hand to where it appeared visually. However the relative magnitude of the biasing effect is greatly influenced by the level of the discrepancy between the two modalities. 
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35MULTIMODAL PSYCHOPHYSICS RESULTS

The results of these experiments are plotted in Figure 10 for the case in which the stiffness increment is 50% of the reference stiffness  In this figure, percent correct is plotted versus , that represents the magnitude of the visual/haptic discrepancy. When  is zero there is no discrepancy between the visual and haptic spatial information. Increasing  skews visual information so that the stiffer spring is graphically compressed farther than the other spring for the same actual pushing distance. At  = 0.5, the discrepancy is such that the stiffness of the springs should feel identical if the visual cues dominate haptic cues about hand position. Using the same judgment criteria, when  = 1.0, the discrepancy is such that the perceived stiffnesses of the two springs should feel switched with respect to their actual stiffnesses. In any trial, the difference in the actual stiffness between the two springs was significantly greater than measured JNDs for stiffness and compliance (experiments were performed with relative stiffness differences of 50%, 75% and 100%). Thus, if subjects discriminated solely on the basis of haptic force and displacement information, the subjects should get close to 100% correct responses, independent of . 

The data clearly show that the number of correct responses decreases with . Although there are significant differences among subjects, overall it appears that the visual cues had a major impact on the perceived stiffnesses of the springs.  One important implication of these results is that by appropriately skewing the visual display relative to the haptic display, the range of physical properties of objects perceived by the human user can be extended well beyond the capabilities of the haptic interface alone.  Additional studies to map out the limits of this illusion are currently underway.

The Effect of Visual Information

on the Perception of Stiffness
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Figure 10.  Effect of visual input on perceived stiffness

The parameter represents the magnitude of the visual/haptic discrepancy in stiffness (see text for details).
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